Probability Theory and
Mathematical Statistics

Jingcheng Liu



Goals

* A quick introduction to the mathematics behind statistics
* Understand basic terminology

* Know how to formulate a statistical problem



What is statistics
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The tale of Edmond Halley’s life table

Published in 1693, Halley found applications of his life table in:
e Estimate the proportion of men in a population that could bear arms
* Pricing life annuity

Data Summary
* Many details/information are being thrown away:
* How/when/where are they collected
» Abstraction/summary/modelling: to generalize
« “To think is to forget a difference, to generalize, to abstract.”
-- Funes the Memorious by Jorge Luis Borges

Statistical modelling by probability (stochastic modelling)
* How do we quantify the quality of a model?
* How confident are we that a pattern is real?

-

Source: rovalsocietypublishing.org



https://royalsocietypublishing.org/doi/pdf/10.1098/rstl.1693.0007
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Note: there is even a talk show lamenting about “p-hacking”

The Statistical Crisis in Science

Data-dependent analysis—a “garden of forking paths”— explains why many

statistically significant co

Andrew Gelman and Eric Loken

here is a growing realization
that reported “statistically sig-
nificant” claims in scientific

publications are routinely mis-
taken. Researchers typically express
the confidence in their data in terms
of p-value: the probability that a per-
ceived result is actually the result of
random variation. The value of p (for
“probability”) is a way of measuring
the extent to which a data set provides

mparisons don't hold up.

a short mathematics test when it is
expressed in two different contexts,
involving either healthcare or the
military. The question may be framed
nonspecifically as an investigation of
possible associations between party
affiliation and mathematical reasoning
across contexts. The null hypothesis is
that the political context is irrelevant
to the task, and the alternative hypoth-
esis is that context matters and the dif-

This multiple comparisons issue is
well known in statistics and has been
called “p-hacking” in an influential
2011 paper by the psychology re-
searchers Joseph Simmons, Leif Nel-
son, and Uri Simonsohn. Our main’
point in the present article is that it
is possible to have multiple potential
comparisons (that is, a data analysis
whose details are highly contingent
on data, invalidating published p-val-



Science Isn’t Broken

It's just a hell of a lot harder than we give it credit for.

By Christie Aschwanden

Graphics by Ritchie King

Filed under Scientific Method

Hack Your Way To Scientific Glory

You're a social scientist with a hunch: The U.S. economy is affected by whether Republicans
or Democrats are in office. Try to show that a connection exists, using real data going back to

1948. For your results to be publishable in an academic journal, you’ll need to prove that they

are “statistically significant” by achieving a low enough p-value.

CHOOSE A
POLITICAL PARTY

Democrats

Republicans

© DEFINE TERMS

Which politicians do you
want to include?

l:‘ Presidents
I:‘ Governors

Senators

l:‘ Representatives

How do you want to measure
economic performance?

[ ] Employment
Inflation

[ ] eDpP

Stock prices

Other options

|:| Factor in power
Weight more powerful
positions more heavily

l:l Exclude recessions

Don’t include economic
recessions

€© s THERE A RELATIONSHIP?

Given how you've defined your terms, does the economy do better,
worse or about the same when more Republicans are in office? Each dot

below represents one month of data.
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MORE REPUBLICANS IN OFFICE —

© s YOUR RESULT SIGNIFICANT?

If there were no connection between the economy
and politics, what is the probability that you'd get
results at least as strong as yours? That
probability is your p-value, and by convention, you
need a p-value of 0.05 or less to get published.

oo ‘\;j:th]

0.05

Result:

Your 0.08 p-value is close to the
0.05 threshold. Try tweaking your
variables to see if you can push it
over the line!

If you're interested in reading real (and more rigorous)
studies on the connection between politics and the
economy, see the work of Larry Bartels and Alan Blinder and
Mark Watson.

Data from The @unitedstates Project, National Governors
Association, Bureau of Labor Statistics, Federal Reserve
Bank of St. Louis and Yahoo Finance.

https://fivethirtyeight.com/features/science-isnt-broken/



Sally Clark’s case

Sally Clark was convicted for murdering her two sons, when both died within weeks after birth
Her conviction was largely based on a mis-use of statistics, for ruling out sudden infant death syndrome

* Recall the “Dominating false positive” example during probability lectures

Pr[a rare natural event | innocence] # Pr[innocence | a rare natural event]

See also: https://en.wikipedia.org/wiki/Sally Clark
* https://en.wikipedia.org/wiki/Base rate fallacy

* https://en.wikipedia.org/wiki/Prosecutor%27s fallacy
* TED talk by Peter Donnelly: How stats fool juries



https://en.wikipedia.org/wiki/Sally_Clark
https://en.wikipedia.org/wiki/Base_rate_fallacy
https://en.wikipedia.org/wiki/Prosecutor%27s_fallacy

Statistical questions: more examples

* Travel insurance: Should you purchase insurance for your next flight?
 The same flight has a delay record of 53%
* The insurance starts paying whenever the flight is delayed for more than 10 minutes

 Clinical trial:
* Treatment |: “100% effective”, cured 3 out of 3.
* Treatment II: “95% effective”, cured 19 out of 20.
 Treatment lll: “90% effective”, cured 90 out of 100.

* Which treatment is more effective?

* Dam construction in hydrology:
e Dam should be high enough for most floods
* Should not be unnecessarily high (expensive)



* Should you allow AdBlocker on your website?

* Why museums charge differently based on group?
* What’s the basis of student discount?

* Frequency analysis in cryptography
* Deciphering the Enigma in World War Il



What is common in these guestions?

* |n expectation
* Need to quantify chance (Is it worth it? Is it effective?)

e Significance of our conclusion



Probability vs. Statistics

In probability, we often consider a well-defined/idealized random
experiment.

* Flip a fair/unbiased coin
* Roll a fair/unloaded dice
* Draw a card



Probability vs. Statistics

In statistics, we first need a (probabilistic) model of the real world.
Randomness can come from:

 the probabilistic model (biased coin, flight delay)

e using “simple process”+ “noise” in the modelling

A statistic is anything that can be computed from collected data.
The goal is often to make inferences from collected data.

Statistical mechanics, but not probabilistic mechanics;
Probabilistic combinatorics, but not statistical combinatorics
(not to confuse with combinatorial statistics)



Probability vs. Statistics
In probability:

Previous studies found the treatment is 80% effective. Then we expect that for
a study of 100 patients, on average 80 will be cured. And the probability that at
least 65 will be cured is at least 99.99%.

In statistics: Estimate the probability of parameters given a parametric model and collected data from it

Observe that 78/100 patients were cured. We will be able to conclude that: if
we repeat this experiment, then we are 95% confident that the number of
cured patients are between 69 to 87.

Later in class: can be derived from Chernoff-Hoeffding bound



A toy model

Say we model the problem of predicting flight delays as
independent Bernoulli’s with unknown parameter p

Why probabilistic modelling?

We abstract our “lack of knowledge” about the physical laws of flight
delays, using stochasticity.

Why Bernoulli?

We assume that the problem follows a distribution that
conceptualizes what is a typical instance:

If we see a new flight, how much delay do we expect to see?




A toy model

Say we model the problem of predicting flight delays as
independent Bernoulli’s with unknown parameter p

We observe 100 times.

Given that there were 55 delays, what is a good estimate for p ?

How aboutp = 0.557?

In general, a statistical model is a parametric probabilistic model




Maximum likelihood estimates (MLE)

MLE asks:
Which parameter maximizes the chances of seeing the observed data?

This is known as a point estimate.
Compare with: outputting an interval, or an estimated p.d.f.

In our toy model of independent Bernoulli’s with unknown parameter p

100
Pr[55 heads | p] = ( cc )p55(1 —p)*®

Likelihood, or likelihood function



Maximum likelihood estimates (MLE)

MLE asks:
Which parameter maximizes the chances of seeing the observed data?

In our toy model of independent Bernoulli’s with unknown parameter p

100
Pr[55 heads | p] = ( e )p55(1 —p)*4°

d 100
d—pPr[SS heads | p] = ( oc ) (55p°*(1 — p)*> — 45p>°>(1 — p)**)

Setting derivative to O we have p = 0.55

Equivalently, one can try to maximize log-likelihood



Maximum likelihood estimates (MLE)

MLE = sample mean holds for
* n independent Bernoulli’s with unknown parameter p
* Poisson with unknown parameter

e (Gaussian

(derivations are similar)

Algorithms for MLE: often iterative, see Expectation-Maximization algorithm



Maximum likelihood estimates (MLE)

Many real-world applications:

Lifetime of a light bulb, or your hard disk: often modelled by an
exponential distribution with unknown parameter

0°Cto 70°C

Temp. Operating (Measured by S.M.A.R.T. Temperature Proper airflow recommended)
Non-Operating -40°C to 85°C
Reliability Humidity 5% to 95% non-condensing
Shock Non-Operating 1,500G(Gravity), duration: 0.5ms, 3 axis
Vibration | Non-Operating 20~ 20G
MTBF ( 1.5 million hours} >171 ye ars '
TBW 600TB 1,200TB
Warranty® 1
Parind B vaarc limitad

Mark and recapture method for estimating the size of a population:
recall balls and bins experiments



Bayesian inference

We associate a prior distribution to the unknown model and
parameters

Then we apply Bayes’ law to transfer this from the collected
data to a distribution on the unknown parameters.

This is called the posterior distribution.
Types of problems:

* Estimation
* Hypothesis testing

T'M NEAR ,IPICKEDUP
THE OCEAN

p(r PICKED UP rnucm)p(m NEAR
A SEASHELL | THE OCEAN THE OCEAN

P({ana@w
N

™ Vv

5?(,0031
S

STANSTICALLY SPEAKING, IF YOU PICK UPA
SEASHELL AND DOVT HOLD IT TOYOUR ERR,
YOU (AN PROBABLY HEAR THE OCEAN.




Maximum A Posteriori (MAP)

We are estimating p given data
Why maximize Pr[data| p] instead of Pr[p|data] ?

Recall Bayes’ law: Posterior IikeliEood ] mer ]
Pr{data| p] Pr(p
rpldatal Pr[data]

Need to choose a prior, and different priors lead to different estimate

Example: IMDB score



Estimation theory

We saw two estimators for the parameter p given n iid samples from Bernoulli(p):
 MLE:

* Frequentists approach Parameter: fixed
* Inference based on likelihood Data: random

* pisan unknown parameter, we estimate it purely based on data

* MAP:
e Bayesian approach
* pisunknown, but it follows a prior distribution
* Inference based on posterior distribution
* we estimate it based on the observed data and our prior belief

Parameter: random
Data: fixed

 How do we compare different estimators?
e Bayesian: mean squared error
* Frequentist: risk



Minimum mean squared error estimators

Mean squared error: in our toy model, if p is random and p is a
constant

E® — p)*
Observe that E(p — »)? = var(p) + (Ep — $)* is minimized when
p = Ep

If b depends on the data, the mean squared error is then:
E[(p — p)*|data]
By a similar argument, MMSE is given by p := E|p|data]



Frequentists risk

Consider n iid samples from Bernoulli(p) with an unknown parameter p:

* Loss: L(p,6) measures how bad an estimate is
« L(p,8) = (p — 8)?is known as the squared loss

* Risk of an estimator:
* Expected loss, where expectation is taken over the distribution of data

Example

X
o 50(X1,X2, ,Xn) = Zl;
* Eby(Xq1,X5, ..., X;;) = p, sounbiased

* Risk under mean squared loss: E(p — 8,)% = Var(6,) = p(ln‘p)
Consider two other estimators: §; = 1+ZiXi, 5y = S+ Xi
n 10+n

Let’s plot their risk functions

Compared with Bayesian MMSE:
expectation is taken over prior!




Frequentists risk

Example

X
¢ 60(X1,X2, ...,Xn) = le
e E§y(Xq, X5, ..., X)) = p, so unbiased

* Risk under mean squared loss: E(p — 50)2 = Var(8,) = p(ln—P)
' i | 2 5+ Xi
Consider two other estimators: §; = 142 X; S5, = T2 X
n 10+n

01 may look stupid. But 6y vs 95 is trickier...

Rules for choosing THE BEST one:

* Average risk: choose a prior over p — Bayesian!
* Worst-case risk: minimax estimator

* Only consider unbiased estimator: (see next)

Compared with Bayesian MMSE:
expectation is taken over prior!




Sufficient statistics

Suppose X4, ..., X,, ~Bernoulli(p):
Consider T(X) == X; + -+ X,, ~ Bin(n,p)
X4, ..., X, = T(X) canthrow away information

To estimate p however, T (X) is just as informative as X, ..., X,

Definition. T'(X) is a sufficient statistic for a parameter p, if the distribution
of X does not depend on p given T

Sufficient statistics are the only information needed to build an estimator

CEEEEY ufficient statistics B



Minimal sufficiency

There are many sufficient statistics for our toy model:

Definition. T (X) is a minimal sufficient statistic for a parameter p, if T is sufficient, and any other sufficient statistic

S(X), T(X) = f(S(X)) for some f

Intuitively, minimal sufficient statistics are the most efficient statistics capturing all the information about the
parameter

Roughly speaking, if T determines the likelihood ratio in a “one-to-one fashion”, then T is minimal sufficient.
See also: Fisher’s factorization theorem.



Sufficiency principle: Rao-Blackwellization

Let T'(X) be a sufficient statistic, and §,(X) an estimator.
Consider a new estimator 6, (T'(X)) = E[6,(X) | T(X)]

For convex losses, the Rao—Blackwell estimator 0; is at least as good as 9§,
In practice, can lead to enormous difference.

See Textbook [BT] page 426 Exercises for examples



Minimum variance unbiased estimator (optional)

Lehmann-Scheffé theorem roughly says that any unbiased estimator
through a complete and sufficient statistic, is the unique minimum
variance unbiased estimator.

Complete statistic

Roughly, T is complete if there is no non-trivial estimate of 0 through T
Different estimates of T lead to different distributions

See also: Cramér—Rao bound, which gives a bound on how efficient an
unbiased estimator can be.



Caution about unbiasedness (optional topic)

Not always a good idea to insist unbiasedness, because Cramér—Rao
bound may not be achievable

Example:
Data samples X~Bin(1000, p), want to estimate Pr|[X = 500].

One can show that the minimum variance unbiased estimator is just
I[X = 500]

* This means that if X = 500, our estimate is 1
e if X = 499, our estimate is O



Confidence interval

How do you interpret the results of an estimation?

* By LLN/CLT, any (asymptotically) unbiased estimator converges to the true parameter as the sample size tends
to infinity
* By Chernoff-Hoeffding bound, we also get a finite size bound

Suppose X3, ..., X,~Bernoulli(p) areiid rv., and S,, = );; X; then forany t > 0

2t
Pr[|S,, —np|=t] <2e n

2t2
Settinga = 2e n,wehavet = /%

This means that with probability 1 — «,

l 2
. & B n (a) Sn N In(2/a)
p n 2n ' n 2n

It is important to note that this probability is over the distribution of S,



Confidence interval: interpretations

A 95% confidence interval is NOT an interval that contains the true parameter with
probability at least 95%

The confidence interval is a function of the data

After observing the data, the confidence interval is a fixed interval
It either contains the true parameter, or not

To bring back probabilistic interpretation:

* Consider repeating the experiments, over and over again

* Now you have new, fresh, random data, so that the confidence interval can be treated as a
random object over future repeated experiments of the assumed statistical/generative model

* |n particle physics, usually a five-sigma rule, unless ground-breaking discovery

e Bayesian approach: credible region
* Only way to conclude from what we have already observed



https://arxiv.org/pdf/1310.1284.pdf

Recall Probability vs. Statistics
In probability:

Previous studies found the treatment is 80% effective. Then we expect that for
a study of 100 patients, on average 80 will be cured. And the probability that at
least 65 will be cured is at least 99.99%.

Estimate the probability of parameters given a parametric model and collected data from it

In statistics:

Observe that 78/100 patients were cured. We will be able to conclude that: if
we repeat this experiment, then we are 95% confident that the number of
cured patients are between 69 to 87.




Bayesian vs. frequentist

Bayesian

Inference based on posterior

A feature or a bug: Prior
Probabilities can be interpreted
Prior is made explicit

Prior can be subjective

No canonical prior: can change under re-
parameterization

Hierarchical Bayesian, graphical model

Computation/sampling of posterior can
be hard

* Frontiers of many research

Frequentist

Inference based on likelihood
No prior

Objective — everyone gets the same
answer

Often gets mis-interpreted

Needs to completely specify an
experiment AND the data analysis, before
collecting data and actually doing the
analysis

No adaptive re-use of the same dataset

* There is an entire field for systematically
coping with adaptive data analysis



https://adaptivedataanalysis.com/

